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Asymptotic Normality and Convergence Rates
of Linear Rank Statistics Under Alternatives

By Madan L. Pu-i and Navaratna S. Rajaram
Indiana University and Kent State University

_S_ummarx; Asymptotic normality of linear ranic statistics
under alternatives is proved employing techniques of Cherno °f
and Savage, (1958)> Under suitable assumptions the rate of
convergence to norm: lity under alternatives is also obtaine i
for such statistics. The results of the paper are related t»
those of HAjek {1968J>and Hoeffding , (4973}~ Results on th.
rate of convergence 2xtend those of Jureékova and Puri) (197 ),

/W\\.

\

Introduction. Let {XNi."i 21} be a sequence »>f independent

random variables with continuous cdfs (cumulative distribu!ion
functions) iFNi' i21} respectively. Consider a linear
rank statistic SN given by

N

- i
Sw = E, i *x Bui

where RN.L is the rank of XNi NN) ’
(ch Sieie ey CNN) are known (regression) constants, and

in (XNl' cloe 0 X

aN(l) O aN(N) are "scores" generated by a known real-

valuxd function ¢(t), 0 <t<1l in either of the following w.ys:

aN(i'. = @(i/(N-l) ), 1sisN
|
. (i) : '
aN(J.) =E~p(!Jh ), l<isN
(i)
where U is the ith o.-der statistic in a sample of size |

N
from the rectangular distribution over (0,1).
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W make the £nliowing assumptions:

(I Aa) max (c_. /5. =0 (N)
lsisN‘ Nll N
(1B) !m(i)(t)!=k[t(l-t)J°"i';"‘ i=0,1; »>0,

K a gener c constant.

SI?I is app:oximate variance of SN ard is given by

(L.7) and (1.8) Dbelcw.

O r main results are the following:

Theoren 1.1. Let the scores aN(i), 1l<i<N be cefined as in (1.2).
Then, 1nder the assumptions (IA) and (I B),

S —
/°N " MN
(1.4) s:p | P\—'_s;— < x) - §(x) l +0 as N-o, sN* 0
where
§(x) = Tn | ¢ e,
5 -
; N
(1.5) My = EzlcNi Imcp(H(x) ) dFNi(x) 5
’ 1 N
(1.6) H(x) =§ fz_lFNi(x) ’
La? sz—lgs2 -t.za w Var(d,., (X..) )
(L.7) M g B TR i Ni 8
1=
1N '
(1.3) Ag;(x) =g ;= (cNi—ch)_f{ x<y) F e’ (H(y))dFg (y),
and
I - {0 if y < x
( x<y] 1 if y 2x : |




(1.10)

(1.11)

(1.12)

(1.13)

(1.14)

3

-1
Corollury 1.1. Let ol(t) = F (t), where F is a cdf. Let the

scores aN(i). l<i<N be given by (1.3). Then, under the

assumptions (I A) and (I B) , the conclusions of Theorem 1.1 hold.

Theorem 1.2. Let the scores aN(i), 1l2i <N be given by (1.2) and

the assumption (I A) be satisfied. Let

suplo' (¥) | = [lo']] < »
then i
SN-uN |
Sip l_P(—-——s—- = x) - ¥(x)! s ¢ L3,N + Ay
where N
Lo o =62 /a2 , & =0.7985
3,N N aNpe sl 5
N 3 2 3
Py iilei rPyg = E 1Ay (Xg) 1T, and ags0
Furthermore,
% -3 -1 X
N oy = 0, (lo'llsy igl\cml)

Remark. Theorem 1.1 has been proved by Hijek (1968). His
conditions on the score generating fuanction ¢ are milder than
ours but the conclusion of our theorem 1.1 is sharper in the sen:e

that the centering constant appears naturally in place of

u
ESN given by H&jek (1968). Cgrollary 1.1 is an extension of a
similar result proved by Chernoff and Savage (1958) for the two
sample problem and serves to remove some of the complications
encountered in Hoeffding (1973). Theorem 1.2 is related to the
results of Bickel (1972), Jureékova-Puri (1975), and Bergstrém—
Puri (1l976). However, the bounds obtained in these papers are
non-random and thus sharper than ours. On the other hand, our
conditions on the score generating function ¢ are milder. We
believe that the theorem 1.2 is true cven when the condition (1. 1.0)
is replaced by the assumption (I B). At the present time, the
theory of asymptotic expansion for suns of dependent random
variable: is still at a rudimentary siage (Stein (1970)) and it is
doubtful i1f the random term A can ! e removed without addition:l

N
assumptions on the wunderlying distril utious.




(2.1)

(2.2)

(2.3)

(2.4)

(2.5)

(2.6)

(2.7)

Asymptotic Normality of SN’ The proof of theorem 1.1 (and

corollary 1.2) will be along the lines of the Chernoff-Savage
theorem (1958) as given in Puri and Sen (1971) with some

modifications necessitated by greater generality of the present
pcoblem.

First we introduce the following notations:

Hpw) = -I-}f i;& I[xNi < x]
1 N

H(x) =% ileNi (x)
N

Cy (%) iz=lcNiIL.xNi < x]

Clx) =3 Cu Fo. (x) .
$al N1 "Ni

Note that the functions HN(x) and CN(x) are stochestic
variables whereas H(x) and C(x) are non-random though
depending on N .

Then the following inequalities are obvious:

Ic. (x)] s N max lc..|H_(x)
. leisy B

A H(X) , ~e<x<o

lc(x)|] = N max lCNl

1<i<N

Proof of Theorem l.l. We rewrite SN defined in (1l.1) as

Sy = ‘pf;ﬁ_lun(xw dcy (x)

3
My * Byy * Byy + LD

where is given by (1.5), and




(2.8)

(2.9)

(2.10)

(2.11)

(2.12)

(2.13)

(2.14)

P(H(x)d(Cy(x) - C(x)) ,

-
@®
)

D1y = TaL | By 0 o' (DA cyx),

[
Z
—-——76

B =

an ™| (B0 -G @ (HENACH)

-]

D= | (B, (x) - HEx) o' (Hx)A(CKX) -C(x)

Dy = | {o(Fag Hy (%) - @(HE) - (G Hy () - H(X) o' (Hx)} dog ().

The proof will be accomplished if we establish the followirg:
(@) lpgl < =,

(b) (BlN + BzN) /SN is asymptotically normal,

(c) DiN = op(sN), 1=21,2,3 .

Proof of (a). Using (2.4) and (2.6), we obtain

©

‘uN] < N max »CN' |J‘ |p(H(x)) |dH(x) < ¢, by assumption (I B .
1:i<N ol '

Proof of (b). To prove (b), we shall verify the Liapunov condition

for BlN/sn and BZN/Sn . Integrating B by parts, we obtain

2N

3oy = [Hg(x) - H(x)1B*(x) | -f B (x)al B (x) - H(x)]

where %

8 1) = [ o (m(x))ac(x)

0

where X, is determined arbitrarily such that H(xo) > 0.




6

We first consider ]ﬂ B*(x)d[HN(x) - 11(x)]

H N
(2.15) __[f*(x)d[HN(X) - H(x)] = iz=l[_ B* (%) ~EB" (x;) | /n

245"
: e 1 N * Lok A
We verify the condition PRy i2=l E[lB (xNi) -EB (xNi) ‘/N_i 4+ 0

as N9+ for some §'>0 . To verify this, it suffices to show that
l N" * -12"'6. :
(2.16) Wiz;lE[]B (XNi)|/N_J + 0, as N4> |
SN . ?
Choose &' > 0 such that (2+6')(86-%) >1 . Then :
N N @ X 2+5"
.» i * - | N |
1 g —_— L
(2.%7 T oy EIB” (Xy;) /N| 367 267 g0 l![cp (H(y)) dc(y) ldej (x) |
sN sy ° N 0 :
© x
1 N 245! e (1] o R
< ZTe7 ZFeT 4oy ¥ 12?:N|CN5-| 15 .}Lw (H(yDdH(y) | dFy; (x)
s N 3 0
N
245" © . 245"
< {max fog /eyt 2 | {leteo |+ ety 1} arg o
1<igN i=l _o

T 2+%!
o [ (o) | + 1 oEEN 1 anx) .

e R T e PO i e

We now show that

8(x) | = op(l) , where B8(x) = [HN(X) - H(x) IJB* (x) (sce (2.14)) .

We note that




7 i
19
!
d
5 U—l k B () =B | . ;;——|fcp (B y)dc(y) |
s %o
be
% :
< N [Hg(x) -H(x)[0(1) | | o' (H(y) dH(y)
x
0
s >
< k [H:_\I(x) - H(x) [fH(x) (1 - H(x))]}
Jow since ¥ ¢>0, §'>0, 3 c(e,5') > 4
5 L [H (x) -H(x)|
(2.18) gty oy = - >C(e.6‘)]< By ,
| TH(x) (1-H(x)) } ,
it follows that with probability >1-¢, ‘
X -5 f
—§;11—| = B AHGE -BENT T ol 640 an xous ;(‘
|
by chocsing §'<5§. i
Tl us the Liapunov condition (2.16) is satisfied for B”N/SN .
The ve ification (of the Liapunov conditior) for BlN/sN is
simila , and the same is true for (BlN+BZN) /sN by using the
Cr- i1 equality. This proves (b).
Exoof f (c).
i N j
1N 1 1
ok - = —— Y : v e
(2.19) | | = Nsg |iz=1q (H(Xt‘u»cl\n.l N f;:lvN
where &
(2. 20) o (B(Xg, ) == |
v ® xNi Sy
. 1 N : bt .
To establish that N & 1 vNi* 0 in probability, it suffices to
i=
show that
-~ N a
(2.21)

N I lE]VNi! < o for some O<a <1l (cf.Lobve (1963), page 24l).
i=




(2.22)

(2.23)

(2.24)

(2.25)

Taking o = 2/3 ,

N 2/3 C.. 2/3
1 K max Ni
2/3 E=1E !VNil s g LsisNl s ‘ A
N N N
- 28
¥ [ a-meny ° arg o0
X 51 Ni
. 2.
< K J {u(l-u)} du < » uniformly in N.
0

Now consider

Doy = f (HN(x) - H(x)) o' (H(x)) d(CN(X) ~ C(x))

Noting (2.18), it follows that with probability > l-g,

z -5'=-1
lag () = Hx) | o' (1(x) ] = —% C (e, 8") TH(x) (L -H(x) }
N
Setting 0<:6* = §-06' Choosing &' <6, it suffices to show that
(-]
1 J e i
H(x) (1 - H(x)) dc,.(x) = SRR
:—[:Ig _w{ ( ( ( } N a N';-! el Ni
N N
s%-1
x [H(Xg;) (L =H(Xg)))
Setting
5 c
*
iy s 8 ; 5 -1

VNi b SN (H(le) \l“H(XNi)) } ’
we have to show that

1 3 1 0 i babilit

3 > - - .

NI, fVNi EVhi, in probability

This will follow if we show that for some 4y > 0 ,

s N
N (l+a)i ‘1+1

Zl“ |vNi 40




*
Choose o > 0 such that (l-+a)(6*-l) >=-1 (i.e. 0<q< e )

[ *
Then .
% max L+
-(1 N 1+q Gy ‘C ‘
(2.20) i (+a).2 Bl V.. | B l<i<n IMNi ’
F=10 N g o Sy
N (L+a)(87-1)
X igl E rH(XNi)(l--H(XNi)) '
© *
l+a)(s -1
= 0(1)'33 [{H(Xﬂl'-H(X»}( il %H(x)ao, as Nao ,
N~ “e
This proves (2.25).
Finally, consider
. N H_ (x)
o H N £ ' 1
Dy = | { (1 By ) - o) - (22— - 10! (ex)}dcy (x)
D3n
We have to show that " S op(l). Denote
D N
{2.27) L el
3N L
N Sy
aad note tnat
i \ N F _(x)
(2.2¢) leagl s 0(1) L |cp(N—§l- Hy(x) ) = o(H(x)) - (-—h%—— - H(X)‘\
; ¢ max !CNi! - -1
® (H(x»|dHN(x»51nce Lei <N ;__;5 = O ) .
N

-
The proof that the right hand side of (2.28) is op(Nz) follows

p-ecisely as in Puri and Sen (1971, pages 401-405). Thus the
proof of Theorem 1.1 follows.

Proof of Corollary l.l. Denote

Y

2 a .
jel N1

(1)

N D I

Py » 0 t<ljag(i) = Egp(U

where [a] is the greatest integer =< q ; and let




{2.29)

(2.30)

(2.31.

(2.32)

(2.33)

10

. NH_(x)
- [ oy (5) a0

The proof of the corollary will be accomplished if we show
that (SN-S;)/SN + 0 in probability, as N =+ o .

Lemma 2.1. Under the hypotheses of theorem J.l and Corollary 1.1,

o e B = gilE)

1 fog (R By - v (Fp Byl lacg(e)| = o (s

Proof. The proof of (2.30) is well known (see Puri and Sen (1971),
pages 408-409); and so we prove (2-31).
Using (2.5), we obtain

!?’? NHN(x)> Cp(NHN(x)

'wlk N+1 N+1 )ch(x)}

max . N (XNl o HN - Nl
% 1:sN '(‘Niliél lcPN( N+1 )' C"( N+L >'

_  max 3 o i s i ‘
= 1gien (w2 Doy &FT) - 0 (F3T)

Ncw by assumption I (A) ,

max CNi l

ki
i 3

N i i N
1<isN ''s_. i1 | o (ﬁ_i—l) iz ¢<N—ii>l et igl'c‘h(le\ N+l)‘

N

which 40 as Nao (cf. Puri and Sen (1971), pag:s 409-4 .1).
This proves the Lemma; and hence the corollary 1.1,

To compute the var(BlN~+ B,,.) , note that

2N
|
BlN —i ='l @ (H(XNi)) CNi 4+ constant .
B - G B*(" ) 4 constant, where
2N N j=1 © N » Where




(2.34)

(2.35)

(2.36)

(2.37)

11

B*(x)=f (H(y) de(y) = I, C T : ds |
0 0 ;
Noting that y(H(x)) = { o' (H(y)) dH(y) + @(H(x;)) , and setting g
xo ;
b4 X
A (x) = SH& g | ‘{H(y) dF,. (¥} - = § C J'~'(H( N ArF, . (y) |
Ni N j&1 4 ¥ EYNEEg Nog=t RjJ P VNS Y
*0 *0
_1 ¥ i 2
0

we obtain

N
var (}3lN + BZN) = i§1 var (ANi(XNi)) :

Proof of Theorem 1.2. Using (2.7), we have

u T D
_)JS N N o8
N N N

where

TN = BlN + BZN , and DN = DlN + DZN + D3N .
Denote

S. - u % e R
F(x)=P(—N D—ISX},G(X)=PI—'§$X>
N S N \ S
N N

Then DN

Fy(X) = 8(x) = Gulx=-5~) - 8(x)

N
; D D D
=[og(x-3Y) - #(x-)] + [e(x-3Y) - 200 ]
N N N
S:.nce (by Polya's theorem), both FN(x) - §(x) and
D D

G (x——:g) - Q(x——y-) converge to o wuniformly in x , it
i 8 SN

follows that the random quantity
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D
(2.38) A, = sip |§(x-EH) - Q(x)! converges to zero.
N

N

We now estimate 3

D D
sup g [t -y | = BUD =
(2.39) 2 Gy rmm = placean ] s TG ) = ai) )
N N
Observe that by the Berry-Esseen theorem (cf. Feller (1971), page 544),
3
Co
sup % W
(2.40) x | 6(® - 8(x)| s 5
N

winere C can be taken to be .7975 (cf. Van Beek (1972), and
Bhrattacharya-RrRanga Rao (1976) ).
From (2.40) and (2.37), we have

3
Cp
sup N
(2.41) x | BgGel = Bt et By
s
N
I:- remains to show that N%A =0 (“w'“s—l = leaot)
From (2.38), since
DN DN QDN
(2.42) |8 (x "E—) - §(x)| = |==|8'(x- =) for some q, 0 < q = 1
s s
N N N
1SR
g ul
J2m N
35 1o
i : i " 2
i: suffices to show that N Dy o (1lep HsN ey CNi|) "

Now re-arranging the terms of D_. , we obtain

N

(2.43) Dy = _| {o (Gar g ) - o) }ac () - [ (g (x) - H(x) dc(x)

-y

To simplify the proof, we drop the factor ﬁ%f since it does not

a:fect the conclusion. By the mean - value theorem

(2.44) @ (Hy () = (H(X) = (Hg(x) =H(x) ' (B (x) for some & (x).
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Hence
g Lol
;N; J—‘ (Hy (%) - H(x) o' (8 (%)) dc, (x) | < Al.‘ns_j‘ 1 NJE(HN(X)—H(x))dCN (x)

Let ¢>0 be given. Then from Puri and Sen (l1971), there

! exists a constant C(¢) such that with probability >1-¢,

SUP NE | B (x) - H(x)| < C(e)

Hence, with probability >1- ¢,

ey ; C(e i, i

(2.45) 1-s-§iiuN(x) - H(x)) o' (B (x) dog (x)] < ——s(;)-n i ) |
The proof of ?

1 r !5 [ Cle ' N ‘

(2.46) el IRECNORETDPRCIED acta) | <5<k ot | 2 tey; ! '_ 
in probability is identical.

(2.45) and (2.46) establish the theorem (1.2). i
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